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Most machine learning / deep learning today iIs
fundamentally based on correlations
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The Problem(s) with Correlation

Divorce rate in Maine
correlates with

Per capita consumption of margarine

Correlation: 99.26% (r=0.992558)
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The Problem(s) with Correlation

[ ]
thebm] Researchv  Educationv News&Views~v Campaigns v Archive

Feature » Christmas 2016: Food for Thought
Is caviar a risk factor for being a millionaire?

BMJ 2016 ;355 doi: https://doi.org/10.1136/bmj.i6536 (Published 09 December 2016)
Cite this as: BMJ 2016;355:i6536

BMJ talk medicine uiil» SOUNDCLOUD
Christmas 2016 - truth, post truth, nothing like the truth (2 Share

Cookie policy » 6.8K

Article Related content Metrics Responses

Confidential information — Use permission granted to CTO Forum.



| MIT-IBM Watson AI Lab | Causal inference | | 2022 5

The tricky business of making decisions
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The tricky business of making decisions

use of patient
mech'ani.cal ................................. outcome
ventilation

case severity
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The tricky business of making business decisions
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Causal Inference

A subftield of machine learning tocused cause and
eftect relationships, including tools tor:

 Inferring putative causal structure

« designing experiments/interventions to assess
causal structure

* making better decisions when causal structure
IS known.
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High-Dimensional Featur

Kristjan Greenewald I
MIT-IBM Watson AI Lab

Abstract

The estimation of causal treatmeni
from observational data is a fund
problem in causal inference. To avc
the effect estimator must control for
founders. Hence practitioners ofter
data for as many covariates as pos
raise the chances of including the

confounders. While this addresses t
this has the side effect of significantly
ing the number of data samples req
accurately estimate the effect due tc
creased dimensionality. In this work,
sider the setting where out of a lary
ber of covariates X that satisfy stron
abilitv. an nnknown snarse suhset £

2022

High-Dimensional Feature Selection for Sample Efficient Treatment Effect Estimation

3. Show that 6 is the unique global minimum of the
full objective (2).

Step 0: First, we verify a restricted strong con-
vexity condition. Adapted from the ¢ = 1 case in
[Loh and Wainwright, 2017], we require the following
property of the loss function:

Definition 4 (Joint Restricted Strong Convexity
(Joint RSC)). We say a loss L,(0), 6 € RP*9 satisfies
an (o, 7) joint RSC condition if for all A € RP*?

<V£n(0+A) - V‘Cn(g)vA) (6)
aflAlf - 22 |AlR,  AlF <1
@l Allp =720/ 22| Al IA]lF > 1.

The following is proven in supplement Section

Lemma 3 (Joint RSC for least squares loss). Assume
that n > O(klogp) and n > 4R%qlogp. With high
probability (at least 1 — gcy exp(—cn)), L, is (o, T)-
joint RSC for ay = ag = %minj()\min(zg))) and T, =
q, T2 = +/q. Furthermore, the objective is strongly
convez on R,

We also have that with high probability

" lo,
IVLn(0) o2 < ¢/ 88, (7)

by applying a norm inequality (2-norm is < /g times
infinity norm) to the union bounded bound in the
proof of Corollary 1 in [Loh and Wainwright, 2015|
(the ¢ =1 case) and using ¢q < p.

yielding (since f‘g; is invertible since n > k by as-
sumption)

83, — o5, = (MG 1 (-5, - 5). (10

Appendix D.1.1 of [Loh and Wainwright, 2017|
showed that

)

n
(11)
¢y min(k,logp)).

2@ %05, 490 < R R0y 22

with probability at least 1 — ¢ exp(—

Hence we obtain via the union bound that

py % lo A o lo;
18° =6 lloo,00 < ey 2L, 16° 6" [,z < 51/ 1L

(12)
with probability at least 1 — ¢; exp(—co min(k, logp))
(since k > logg and p > q) where c1, o, c3 are con-
stants.

Now we have the following result, proved in supple-
ment Section [[3

Lemma 5. Suppose py is (4,7y) amenable and

lo;
r, —m1n||9 ll2 > Xy + c34/ gp.

Then with probability at least 1 -
¢; exp(—cg min(k,logp))

—Var(|lfill2) =0 VieS.

Lemma [5] implies that if 67 ;,, satisfies the given condi-

tion, then V =0, 1 that 6°
ion Cge;?fl e egﬁ ﬁa} implying tha is a z

11

/nqusmatlpm “Usg petmission_ qranted to CTO Forum.
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High-dimensional treatment effect estimation

(Potentially Confounding)
Covariates

T

Treatments/
interventions

Outcome

Confidential information — Use permission granted to CTO Forum.



| MIT-IBM Watson AI Lab

Causal Inference | | 2022 13

What Factors Drive Customer Retention?

Client Use Case

Discover factors that lead to customer
cancellation and identify the top Customer Retention
interventions an account manager should
take to reduce customer attrition risk.

Training sessions negatively
correlated with retention

Manager .

Training Sessions trainings when customer Account Manager
s at risk
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What Factors Drive Customer Retention?

Client Use Case

Discover factors that lead to customer
cancellation and identify the top Customer Retention
interventions an account manager should
take to reduce customer attrition risk.

Training sessions Need to disentangle

havelé} the confounding
causal impact on impact of Account
retention Manager
‘ ‘ . Manager I
Training Sessions trainings when customer Account Manager

Is at risk
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Identitying Causal Structure

Client Retention Risk
Step 1 (Unknown) 1

Discovered the causal structure for a
subset of Refinitiv’s client risk data.

Insights

Different contextual factors will influence e N
the effectiveness of any given : | ‘

intervention 1 Available I ’ I \ I } I
nterventions |

Historical Factors
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Calculating Intervention Impact

Step 2

Calculated the impact of each
intervention on client risk.

//
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/
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/
/
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mem s, o\ .
g ® B ©®© ® & E
PC HRS CNT HRS SUM HRS CNT
CASES CASES CASES SRVC HRS SRVC CASES
CLOSEOS8 PRODUCT3 PRODUCT3 CLOSEL4 CASES SEV2 CLOSEO7
PO9 PO9 P12 P12 P12 P09 P12

CustomerInteraction

|

©)

HRS BILLING FLG

SAY COMP
PROOUCT2 CORRREQ BLOOMBERG
P12 12MN

CustomerLifecycle

Client Retention Risk

SuMm CNT NT MSG MSG MSG
usp SPS SPS RECEIVED PARTNER COUNT
I S COUNT RCVI SUM
FUNCTION SUPPORT SUPPORT VG COUNT
12 PO% 12 AVG
ProductUsage

29 possible interventions across 4 categories

N

N
TEMPLATE

2022 16

HAT MSG MSG SUM AVG AVG AG AVG AVG
ROOM LOGIN USERID SENT OR RR R R Ri
J0IN COUNT COUNT FR FR FR FR FR GRC
COUNT SUM WG PO3 PL3 PL3 PL3 PL3 ACTS
AVG RTF RTF ENT RTF 0
P09 ACTS P03 SPS
P12 P12
Revenue
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Calculating Intervention Impact

Client Retention Risk
Step 2

Calculated the impact of each
intervention on client risk.

Insights

Intervention: Eliminate all price
correction billing issues

Impact: 6% reduction in average
client retention risk

BILLING_TYPE_CORREQ
Eliminate all price correction billing issues
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Calculating Intervention Impact

Client Retention Risk
Step 2

Calculated the impact of each
intervention on client risk.

Insights

Intervention: Eliminate all
Severity 2 Service Requests

Impact: 5% reduction in average
client retention risk

o\
«9

HRS_SRVC_SEV2_P09
Eliminate all severity 2 service requests
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Causation vs. Correlation

Important Interventions by Causation* Important Interventions by Correlation*®
Step 2

CNT _SPS_LOSS_SUPPORT_PQ9 PCT_CASES_CLOSE08_P09
MSG_SENT_COUNT_AVG CHAT_ROOM_JOIN_COUNT _AVG
CHAT_ROOM_JOIN_COWNT _AVG MSG_PARTNER_RCVD_COUNT_AVG
Comparing Correlation to Causation. BILLING_TYPE_CORREQ = MSG_RE CEIVED_COUNT_AVG
HRS_SRVC_SEV2_P09 MSG_COUNT_SUM
N_TEMPLATE MSG_SENT_COUNT_AVG
Insights FLG_COMP_BLOCMBERG_12MN N_TEMPLATE
Correlat|on‘based mOdelS BILUNG_PRIORITY _MEDIUM MSG_LOGIN_COUNT_SUM
. N_USERID HRS_SRVC_PRCDUCT 2_P12

understate the importance of
. . . . HRS_SRVC_PRCDUCT2_P12 N_USERID
h lgh |mpaCt lnterventlons. HRS_SRVC_CLOSE14_P12 HRS_SRVC_CLOSE14_P12
MSG_COUNT_SUM FLG_COMP_BLOOMBERG_12MN
CNT _CASES_PRODUCT 3_P12 CNT _CASES_CLOSEQ7 _P12
MSG_RECEIVED_COUNT_AVG HRS_CASES_PRCDUCT 3_P09
HRS_CASES_PRODUCT 3_P09 CNT _SPS_LOSS_SUPPORT_P09

MSG_PARTNER RCVD_COUNT_AVG HrRs_srvc_sev2_ro% (N
MSG_LOGIN_COUNT_SUM BILLUNG_PRICRITY_MEDIUM
PCT_CASES_CLOSE08_P09 CNT _CASES_PRODUCT 3_P12
SUM_HRS_CASES_P12 BILLING_TYPE_CORREQ) ||

CNT _CASES_CLOSEO7 _P12 SUM_HRS_CASES_P12

Analysi is constrined to  subset of 20 non-reygye elaledintenentionlaaiatles o, oranted to 670 Forum.
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Causation vs. Correlation

Step 2

Compared Correlation to Causation.

Insights
Correlation Model:
If I canincrease the number of

messages people send via chat,
my customer risk will decrease.

Causation Model:

If I can eliminate the need for
people to send messages via
chat, my customer risk will
decrease.

| 2022 20
Top 5 Interventions by Causation Causation Correlation
MSG_SENT_COUNT_AVG
Eliminate need for chat room messages 0.08 -0.02
CHAT_ROOM_JOIN_COUNT_AVG
Eliminate need for chat room joins 0.07 -0.05

Intervention decreases risk

Intervention increases risk
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Prioritizing Interventions

Causal Inference Interventions Explorer for Refinitiv

Ste p 3 INTERVENTION & REC. % EFFICACY & APPLICABLE®  CATEGORY % Intervention Efficacy V.S. Applicable Client 175 2

Client Retention Risk Scatter Plot interventions categories

v
Applicable Client
update X-Axis
PCT_CASES_CLOSE... 2 (to>0) 0.013 16.59% Customer Interaction

A p p l i ed res U I'tS tO 1 7 5 h ig h PCT_CASES_CLOSE... 4 (to>0) 0.006 Customer Interaction
priority interventions, and S R
created prioritization matrix. N_USERID... +(0>0 ! Product Usage

N_TEMPLATE... 4 (to>0) i Product Usage

Intervention Eff solute Value of IPW Eff

)
0.12

N_ASSET... > 7.04% Product Usage

_TRAINING_SE.. ( 74.05% Customer Interaction

Insights
There can be significant tradeoff e G :

NUM_AM_CHANGES... V¥ (to<0) 53.76% Customer Interaction

between the most impactful el i
nterventions, and the percentof  [ESSENS R
t h e po p U lat I O n W h e re t h e MSG:SEGM:ACTIVE..I." 4 (to > 0) .03% Product Usa;e
intervention can be applied. VSORECEVED GO, % (950

MSG_RECEIVED_CO... ¥ (to<0) Product Usage
MSG_PARTNER_SEN... ¥ (to<0) Product Usage
MSG_PARTNER_SEN... ¥ (to<0) Product Usage
MSG_PARTNER_RCV... ¥ (to<0) Product Usage

MSG_PARTNER_RCV... VY (to<0) y Product Usage N 0 5 o - o %0 .

MSG_PARTNER_C! ¥ (to<0) /o Product Usage Applicable Client

MSG_PARTNER_COU... ¥ (to<0) Product Usage
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Causal Inference for Fairness

UBLICA El ¥ 8 Donate L|kel|h00d tO
; ke recommit crimes

Criminal
History
Machine Bias
There's software used across the country to predict future 5.
biased against blacks. ” AR .
PVES , BRISHA BORDEN Income
by Julia Angwin, Jeff Larson, Surya Mattu and Lauren Kirchner, Prol - -
AR LOW RISK 3 HIGHRISK 8
ZIP Code
N A SPRING AFTERNOON IN Brisha Borde Borden was rated high risk for future crime after she and a
O . . A friend took a kid's bike and scooter that were sitting outside.
late to pick up her god-sister from school when : St L
unlocked kid's blue Huffy bicycle and a silver Razor sc
and a friend grabbed the bike and scooter and tried to ride them down ropublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

the street in the Fort Lauderdale suburb of Coral Springs. Barabas et al 2017 PMLR 81:62-76, 201%0nf/dentlal information — Use permission granted to CTO Forum.
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Algorithmic Bias is Widespread

o

HE
Translate Turn off instant translation

Bengali English Hungarian Detect language ~ . English Spanish Hungarian ~

6 egy apolo. X  she's anurse.
6 egy tudos. he is a scientist.
6 egy mérnok. he is an engineer.
0 egy pék. she's a baker.
0 egy tanar. he is a teacher.
6 egy eskuvéi szervezé. She is a wedding organizer.
0 egy vezérigazgatoja. he's a CEO.
T 0o <
O B~ 110/5000

Pratas et al. 2019 “Assessing Gender Bias in Machine Translation — A Case Study with Google Translate”
Confidential information — Use permission granted to CTO Forum.



| MIT-IBM Watson AI Lab | Causal Inference | 2022 24

Algorithmic Bias is Widespread

Wang et al. 2017 “Visual concepts and compositional voting”
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Causal Explainability

Congratulations, your loan application has been approved.

If instead you had the following values, your application would have been rejected:

* NetFractionRevolvingBurden: 55
* NetFractionlnstallBurden: 93
e PercentTradesWBalance: 68 Net Fraction Net

Counterfactual

Burden Burd Balance

. Input Value - Tolerance: EXPlanationS:

(a) Positive counterfactual explanation

“the outcome would have

Sorry, your loan application has been rejected. ‘ been different if the
If instead you had the following values, your application : fOl_lOWl ng were tru e”

would have been approved: .

* MSinceOldestTradeOpen: 161
* NumSatisfactoryTrades: 36

* NetFractionInstallBurden: 38

Net Fraction M Sinc

* NumRevolvingTradesWBalance: 4 Install Burden  Trade Open  Natl Trades \ .
High Utilizatior Balance Trades
* NumBank2NatlTradesWHighUtilization: 2

B 1nputvalue Increase By [} Decrease By

(b) Counterfactual explanation

McGrath et al. 2018 “Interpretable Credit Application Predictions With Counterfactual Explanations”
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